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ABSTRACT
Successful machine learning (ML) needs to learn from good data.
However, one common issue about train data for ML practitioners
is the lack of good features. To mitigate this problem, feature aug-
mentation is often employed by joining with (or enriching features
from) multiple tables, so as to become feature-rich ML. A conse-
quent problem is that the enriched train data may contain too many
tuples, especially if the feature augmentation is obtained through
1 (or many)-to-many or fuzzy joins. Training an ML model with a
very large train dataset is data-ine�cient. Coreset is often used to
achieve data-e�cient ML training, which selects a small subset of
train data that can theoretically and practically perform similarly
as using the full dataset. However, coreset selection over a large
train dataset is also known to be time-consuming.

In this paper, we aim at achieving both feature-rich ML through
feature augmentation and data-e�cient ML through coreset se-
lection. In order to avoid time-consuming coreset selection over
a feature augmented (or fully materialized) table, we propose to
e�ciently select the coreset without materializing the augmented
table. Note that coreset selection typically uses weighted gradients
of the subset to approximate the full gradient of the entire train
dataset. Our key idea is that the gradient computation for coreset
selection of the augmented table can be pushed down to partial
feature similarity of tuples within each individual table, without
join materialization. These partial feature similarity values can be
aggregated to estimate the gradient of the augmented table, which
is upper bounded with provable theoretical guarantees. Extensive
experiments show that our method can improve the e�ciency by
nearly 2 orders of magnitudes, while keeping almost the same ac-
curacy as training with the fully augmented train data.
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(a) Base table Movie and other four tables, 
Direct, Person, Production and Company, 
that can be used to augment the feature of Movie (b) Feature augmented table Movie+
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Figure 1: Feature-rich ML through feature augmentation.

PVLDB Artifact Availability:
The source code, data, and/or other artifacts have been made available at
https://github.com/for0nething/RECON.

1 INTRODUCTION
Feature-rich machine learning (ML) [14, 15, 29, 35] means that ML
models are trained with enough and good features. Given train
data, data-e�cient ML [3, 4, 39] aims at training ML models faster
without sacri�cing the model accuracy. Putting them together, the
goal is to e�ciently train robust ML models.

For achieving feature-richML, the widely used practice is to
enrich features by joining a base table withmultiple tables, a.k.a. fea-
ture augmentation [12, 15, 30].

Example 1. [Feature-rich ML through Feature Augmentation.]
Consider an ML task that predicts the Score value of a movie based
on attributes ( i.e., features) MovieID, Title, Length and BoxOffice,
as shown in the Movie table in Figure 1(a). Intuitively, because many
important features are missing, such as the features of directors and
the actors of a movie, it is hard to train a good ML model.

Consider four tables Direct, Person, Production and Company,
which can be joined, directly or indirectly, with the Movie table through
prede�ned joins, as shown in Figure 1(a). The primary key of each
table is annotated with an underline (e.g., MovieID for table Movie).
These tables can be joined with either 1-to-1 relationship or 1-to-many
( i.e., 1-to-∗) relationship. The feature-rich table with new features
augmented through joins, denoted by Movie+, is shown in Figure 1(b).

For data-e�cientML, besides traditional methods (e.g., stochas-
tic gradient descent and its variants), there are many recent e�orts
on selecting a train data subset that can theoretically and practically
perform on par with the full dataset, a.k.a. coresets [18, 41].
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Figure 2: Various design choices.

In order to achieve both feature-rich and data-e�cientML, an
intuitive solution is to �rst conduct feature augmentation through
joins across multiple relational tables, followed by performing core-
set selection over the train data with enriched features. In Figure 2,
this strategy is depicted by �rst following the “⇒” arrow from the
base table 𝑇 and then the “→” arrow.

Before we discuss the problem we study in this paper, let’s ana-
lyze the bene�ts and limitations of the aforementioned strategies,
using real experiments (see more details in § 6).

Example 2. [Bene�ts and Limitations of Existing Strategies.]
Please refer to Figure 3 for the following discussions.

Train with the Base Table. If we train an ML model using the base
table 𝑇 for a multi-classi�cation task, we can achieve an accuracy
0.61 (Figure 3(a)–Ê) and use 11 minutes for training (Figure 3(b)–Ê).
We consider this as a baseline.

Train with the Coreset. If we �rst compute the coreset 𝐶 (𝑇 ) of the
base table 𝑇 , and then train an ML model using the computed core-
set, we can also achieve an accuracy 0.61 (Figure 3(a)–Ë) but use 2
minutes in total for selecting the coreset and training with the coreset
(Figure 3(b)–Ë). This shows that using coreset can signi�cantly reduce
the training time without sacri�cing the accuracy.

Train with the Augmented Table. As we know, the process of feature
augmentation consists of 1 (many)-to-many joins [14, 15, 35, 49]. In
this situation, the size of the augmented table 𝑇 + is likely to be much
larger than the base table 𝑇 . Although training with the augmented
table can achieve a much higher accuracy 0.68 (Figure 3(a)–Ì), it
takes around 2.8 days for training over 10 million tuples (Figure 3(b)–
Ì).

Train with the Coreset of the Augmented Table. If we �rst compute
the coreset of the augmented table, and then train with this coreset, we
can achieve the same accuracy 0.68 (Figure 3(a)–Í). However, because
coreset computation on a large table is time-consuming which takes
2.2 days in this case, putting the time of feature augmentation (5
minutes) and training (0.5 hours) together, it takes around 2.2 days
(Figure 3(b)–Í).

Example 2 tells us that feature augmentation can signi�cantly
increase the accuracy and training with a coreset can signi�cantly
reduce the time. However, computing the coreset over a large table
(e.g., the augmented table) is time-consuming.

In order to e�ciently compute the coreset of the augmented table,
the problem we aim to tackle is whether we can compute the
coreset of the augmented table without join materialization.
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Figure 3: Comparison of various design choices.

This strategy is depicted in Figure 2 by following the “;” arrow
from the base table.

Key Idea. Our solution is inspired by the classical SQL query
optimization technique pushdown that moves predicates in the
WHERE clause closer to the tables they refer to. Next let’s build
the connection between pushdown and our problem. Generally
speaking, coreset computation is to select a subset of tuples, and
use the weighted gradients of these tuples to approximate the full
gradient of the entire train data. In our context, pushdown for
coreset over multiple tables means that we can approximately
compute the gradient of each individual table and sum up these
gradients from multiple tables to compute the full gradient of the
joined table. That is, the gradient computation is pushed down.

Challenges. Applying pushdown to compute the coreset of the
augmented table without join materialization faces two challenges.
(C1) How to deal with each individual table so that the estimated

full gradients can be bounded with theoretical guarantees,
and thus the accuracy will not be sacri�ced?

(C2) How to e�ciently aggregate information distributed in
di�erent tables to well approximate the full gradient?

Our Methodology. To address the above challenges, we propose
feature-Rich and data-E�cient machine learning with Coreset selec-
tion withOut join materializatioN, namely RECON, which groups the
tuples in each table based on prede�ned group key and compute the
gradient bounds of these groups based on tuple-wise partial feature
similarity. We prove that the full gradient can be bounded using
these partial feature similarity values of di�erent groups (for C1).
Based on the computed partial feature similarity values, we prove
that the coreset computation problem over multiple tables is NP-
hard and has the submodular property, so we use a greedy algorithm
with an approximate ratio to aggregate the partial feature similar-
ity values in di�erent tables, and then compute a well-performed
coreset (for C2).

Figure 3 shows that RECON can signi�cantly reduce the total
time from more than 2 days to 1.8 hours (Figure 3(b)–Î) without
sacri�cing the accuracy (Figure 3(a)–Î). See § 6 for more details.

Contributions. In this paper, we make a �rst attempt to study
coreset selection over multiple tables without full materialization.
In sum, we make the following notable contributions.
(1) We introduce coreset selection over a single table, its sample-
based optimization, and our key idea of supporting coreset selection
over multiple tables without full materialization in § 3.



(2) We provide theoretical guarantees on the gradient approxima-
tion of the augmented table using partial feature similarity values
computed from each single table. We also prove that the coreset
computation over multiple tables is an NP-hard problem with the
submodular property. Putting them together, we theoretically show
that gradient approximation error of coreset for the augmented
table can be upper bounded by the computation of each individual
table, without physically joining them in § 4.
(3) We propose an e�cient greedy algorithm to compute the core-
set of the augmented table without materializing the joins. To be
speci�c, we utilize a dynamic programming algorithm to e�ciently
aggregate partial feature similarity values from multiple tables and
�nally bound the full gradient in § 5.
(4) We conducted extensive experiments on 5 real world datasets to
evaluate the e�ciency of our proposed method. The experimental
results demonstrate that our method can improve the e�ciency to
nearly 2 orders of magnitudes by training over the selected coreset
(∼ 0.1% of the entire train data), while keeping almost the same
accuracy as training with the fully augmented train data in § 6.

2 RELATEDWORK
Generally speaking, there are two ways of table enrichment for
better training ML models, either by adding more columns (i.e.,
feature augmentation) or more tuples (i.e., data acquisition [48]).
Both are common in practice and they are complementary to each
other. Our proposal falls into the category of feature augmentation.

Feature augmentation. A brute force solution is to execute joins
to augment new features. Another line of research focuses on avoid-
ing unnecessary joins (e.g., Kumar et al. [30] and Shah et al. [50]),
when the foreign join key has already contained all the information
of the external table. There are also studies [15, 35] on iterative
feature augmentation, which iteratively select an optimal sub-
set of tables, such that features augmented from these tables can
signi�cantly improve the model performance.

Di�erent from (iterative) feature augmentation, by following
the setting in [21, 29, 34], we assume that which joins are useful
(i.e., which attributes should be added) are given. Besides, iterative
feature augmentation [15, 35] needs to join tables, train over the
result and test the performance iteratively, which is rather time-
consuming. Therefore, RECON can be leveraged to accelerate this
process in each iteration. In terms of avoiding unnecessary joins,
we can take it as a �ltering of our method. That is, the outputs of
the method are the input of our method. Note that [30, 50] do not
support to avoid one-to-many, many-to-many and fuzzy joins. In
summary, the above methods are complementary to our proposal.

Note that when the number of features is large, feature selec-
tion (a.k.a. variable selection or attribute selection), is the process
of selecting a subset of good features for use in model construction
and has been extensively studied in the ML community [20], which
is orthogonal to feature augmentation tackled in this paper.

Coreset selection. Existing coresete selection algorithms are de-
signed for one table. Huang et al. [23] proposed to select and update
the coreset while training. The goal is to use the loss of training
tuples in the coreset to approximate the overall training loss of
the entire dataset. Since they have to train the model, it is rather

time-consuming. To address this, works [8, 9] focused on selecting
the coreset without training in advance, but they are customized
to particular model types respectively. The high level idea is to
compute a sensitive score for each tuple. The higher the score, the
more likely the tuple should be a member of the coreset. Dataset
condensation [56, 57] tries to synthesize a small set of train data, in-
stead of selecting a small set of train data. Hence, the related work
is closer to knowledge distillation than coreset selection. Moreover,
these papers are only tested on image data. In terms of tabular
data, it is not veri�ed whether it can synthesize a small set of train
data while well preserving the labels. The other typical line of
works [27, 39, 40] focused on selecting the coreset to approximate
the full gradient, which is modeled as an optimization problem that
can be solved by a framework with three nested loops (see § 3.2).

None of them considers coreset selection over multiple tables.
Di�erent from them, we make the �rst attempt to select coresets
over multiple tables without full materialization.

FactorizedML (FML) achieves e�cient ML training by decoupling
the ML computations through joins to the base tables [14, 25, 28, 29,
34, 43, 47, 49]. The key idea is to reduce redundant linear algebra
computations during training over the multi-table joins. Most of
these methods only focus on speci�c ML models or platforms, e.g.,
Olteanu et al. [43, 49] focus on linear regression models, and [28, 47]
are for in-memory databases. Recently, Kumar et al. [14, 25, 29,
34] build a general FML framework by decoupling linear algebra
computations from various ML algorithms.

The di�erence from us is that they still need to train over the
full join results. Moreover, we aim at accelerating ML training by
reducing the amount of train data through selecting the coreset.
However, they focus on the batch gradient descent algorithm for
training rather than supporting the stochastic gradient descent.,
which is widely used in practice due to its high e�ciency.

In addition, we have also empirically veri�ed that our proposal
outperforms FML-based methods for the batch gradient descent
scenario (see § 6 for more details).

Datamanagement techniques forML. Besides existing works [6,
13, 14, 17, 29, 31, 54] that leverage database techniques to improve
the e�ciency, there are also many works that aim at improving the
e�ectiveness of ML models, including data discovery [15, 36], data
labeling [11, 33], data compression [52, 55], data cleaning [10] and
data exploration [44, 45].

3 CORESET SELECTION FRAMEWORK
3.1 Gradient Descent for Machine Learning
Gradient descent is by far the most popular optimization strategy
used in machine learning. Generally speaking, based on a convex
and di�erentiable function, it iteratively tweaks the parameters to
minimize a given function to its local minimum.

Let 𝑇 = {𝑡1, 𝑡2, ..., 𝑡𝑛} be a set of labeled train tuples, where
𝑡𝑖 = (x𝑖 , y𝑖 ), x𝑖 ∈ R𝑑 denotes the feature vector and y𝑖 is the
corresponding label. The objective of training on 𝑇 is to compute
the best parameter 𝜃∗ w.r.t. an ML model so as to minimize the loss:

𝜃∗ = argmin
𝜃 ∈𝜗

𝑙 (𝜃 ), 𝑙 (𝜃 ) = 1
𝑛

𝑛∑︁
𝑖=1

𝑙𝑖 (𝜃, 𝑡𝑖 ) (1)



Algorithm 1: Basic Coreset Algorithm of One Table
Input: The train data𝑇 , coreset size 𝐾 .
Output: A coreset𝐶 ⊆ 𝑇 , weight𝑊 = {𝑤𝑗 }, |𝐶 | = |𝑊 | = 𝐾 .
𝐶 = ∅;1

while |𝐶 | < 𝐾 do2

/*1st loop*/3

for each tuple 𝑡 ∈ 𝑇 \𝐶 do4

/*2nd loop*/5

Compute𝑈 (𝑡 |𝐶) considering all tuples in𝑇 ; /*3rd loop*/6

𝑡∗ = argmax𝑡∈𝑇 \𝐶 𝑈 (𝑡 |𝐶) ;7

𝐶 = 𝐶 ∪ {𝑡∗ };8

for j = 1 to |𝐶 | do9

𝑤𝑗 =
∑𝑛

𝑖=1 I[ 𝑗 = argmin𝑐 𝑗′∈𝐶 max
𝜃∈𝜗

‖∇𝑙𝑖 (𝜃 ) − ∇𝑙𝛾 ( 𝑗′) (𝜃 ) ‖ ];10

return𝐶,𝑊 ;11
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Figure 4: Example of coreset selection for a single table.

where 𝜗 denotes the parameter space. For ease of representation,
we just use 𝑙𝑖 (𝜃 ) to denote the loss of the 𝑖-th train example, i.e.,
𝑙𝑖 (𝜃, 𝑡𝑖 ). Typically, the gradient descent method is always applied
to optimize Eq. 1, where the full gradient, denoted by ∇𝑙 (𝜃 ), is
required to be computed iteratively.

Although some classic incremental gradient methods such as
stochastic gradient descent (SGD), can be utilized to accelerate this
process, it is still expensive when there are massive train tuples.

3.2 Coreset of One Table 𝑇

Coreset. The main problem of learning using a large train dataset
𝑇 is low e�ciency. Hence, instead of learning from entire 𝑇 , one
research direction seeks to answer the question that whether we
can compute a small subset𝐶 (𝑇 ) of𝑇 such that learning using𝐶 (𝑇 )
can hopefully have the same performance as learning using𝑇 . This
small subset is called the coreset [18, 41]. In the rest of the paper,
we will simply write 𝐶 (𝑇 ) as 𝐶 , when it is clear from the context.

To compute the coreset, the SOTA solutions are mainly based on
gradient approximation [26, 39]. Intuitively, if 𝜃 is the parameter of
an ML model trained using the full dataset, and 𝜃 ′ is the parameter
of the same ML model trained using the subset (or coreset), the
goal is ∇𝑙 (𝜃 ) = ∇𝑙 (𝜃 ′). Based on gradient approximation, existing
solutions can lead to good performance with theoretical guarantees,
i.e., ∇𝑙 (𝜃 ) is upper-bounded by ∇𝑙 (𝜃 ′). Next let’s formally de�ne it.

Coreset selection based on gradient descent. Let ∇𝑙 (𝜃 ) =∑𝑛
𝑖=1 ∇𝑙𝑖 (𝜃 ) be the full gradient training using the entire training

dataset, the problem of coreset selection is to minimize the gradi-
ent approximation error [39] between the full gradient w.r.t. 𝑇
and the weighted sum of gradients w.r.t. the coreset 𝐶 (or coreset
gradient).

𝐶∗ = argmin
𝐶⊆𝑇,𝑤𝑗 ≥0

max
𝜃 ∈𝜗

‖
𝑛∑︁
𝑖=1

∇𝑙𝑖 (𝜃 )︸      ︷︷      ︸
full gradient

−
|𝐶 |∑︁
𝑗=1

𝑤 𝑗∇𝑙𝛾 ( 𝑗) (𝜃 )︸              ︷︷              ︸
coreset gradient︸                               ︷︷                               ︸

gradient approximation error

‖,

𝑠 .𝑡 . |𝐶 | ≤ 𝐾

(2)

Eq. 2 tries to minimize the gradient approximation error using
a coreset of size at most 𝐾 by considering all possible parameters
𝜃 ∈ 𝜗 (i.e., max

𝜃 ∈𝜗
), where “‖ · ‖” denotes the normed di�erence.

The full gradient has been de�ned earlier as ∇𝑙 (𝜃 ) =∑𝑛
𝑖=1 ∇𝑙𝑖 (𝜃 ). Next, let’s focus on explaining how to compute the

coreset gradient in Eq. 2. We use 𝛾 ( 𝑗) = 𝑖, 𝑗 ∈ [1, |𝐶 |], 𝑖 ∈ [1, 𝑛]
to denote that the 𝑗-th tuple in 𝐶 (denoted by 𝑐 𝑗 ) is the 𝑖-th tuple
in 𝑇 , i.e., 𝑡𝑖 . In other words, 𝛾 is an index mapping from 𝐶 to 𝑇 .
Besides, Eq. 2 potentially contains another important mapping 𝜙
similar to 𝛾 , i.e., 𝜙 (𝑖) = 𝑗, 𝑖 ∈ [1, 𝑛], 𝑗 ∈ [1, |𝐶 |], which has a close
relationship with the weight𝑤 . To be speci�c, let 𝜙 (𝑖) = 𝑗 denote
that we will assign 𝑡𝑖 to 𝑐 𝑗 and use ∇𝑙𝛾 ( 𝑗) to represent ∇𝑙𝑖 . Each
𝑡𝑖 will be assigned to one and only one 𝑐 𝑗 , but each 𝑐 𝑗 might be
assigned with multiple tuples in𝑇 . Based on 𝜙 ,𝑤 𝑗 is de�ned as the
weight of the 𝑐 𝑗 , which is the number of tuples in𝑇 assigned to the
𝑐 𝑗 , i.e.,𝑤 𝑗 = |{𝑡𝑖 |𝜙 (𝑖) = 𝑗, 𝑖 ∈ [1, 𝑛]}|.

Next let’s use an example to better illustrate Eq. 2.
Example 3. Let us consider a special case of the gradients of each

tuple, as shown in Figure 4. Suppose that for any 𝜃 ,∇𝑙1 (𝜃 ) ≈ ∇𝑙2 (𝜃 ) ≈
∇𝑙3 (𝜃 ), ∇𝑙4 (𝜃 ) ≈ ∇𝑙5 (𝜃 ) and ∇𝑙6 (𝜃 ) ≈ ∇𝑙7 (𝜃 ) ≈ ∇𝑙8 (𝜃 ). In this
situation, if we want to �nd an optimal coreset with a size of 3, i.e.,
𝐾 = 3 based on Eq. 2, the solution can be 𝐶∗ = {𝑡1, 𝑡4, 𝑡6} (𝛾 (1) =

1, 𝛾 (2) = 4 and 𝛾 (3) = 6), associated with 𝑤1 = 3,𝑤2 = 2,𝑤3 = 3
because 𝜙 (1) = 𝜙 (2) = 𝜙 (3) = 1, 𝜙 (4) = 𝜙 (5) = 2 and 𝜙 (6) =

𝜙 (7) = 𝜙 (8) = 3. In this way, 𝐶∗ will be one of the optimal coresets

that can well approximate the full gradient because ‖
8∑
𝑖=1

∇𝑙𝑖 (𝜃 ) −
3∑
𝑗=1

𝑤 𝑗∇𝑙𝛾 ( 𝑗) (𝜃 )‖ ≈ 0, which is minimized.

We can observe from Example 3 that, if 𝜙 (𝑖) = 𝑗 , ∇𝑙𝑖 and ∇𝑙𝛾 ( 𝑗)
are likely to be close such that the gradient approximation error,
i.e., Eq. 2, tends to be minimized. Intuitively, computing the coreset
is similar to computing the 𝐾 exemplars [46] of the gradients, if all
the gradients of tuples can be computed.

For training with the popular SGD method, the coreset 𝐶 is
�rst randomly shu�ed. Then during each step of gradient descent,
suppose that we need to use 𝑐 𝑗 ∈ 𝐶 for gradient update. We �rst
compute the gradient of 𝑐 𝑗 , say ∇𝑙 . Then we use𝑤 𝑗∇𝑙 to update the
parameters of the ML model. The above process is repeated until
the ML model converges.

Basic Coreset Algorithm of One Table. The basic coreset al-
gorithm is illustrated in Figure 5(a) and Algorithm 1. Initialized
with an empty coreset𝐶 , a coreset of size 𝐾 is achieved using three
nested for-loops.

• 1st for-loop (lines 2-8). Each iteration of the 1st for-loop
will add the tuple with the maximum “utility” to the coreset
(lines 7-8). The “utility” of a tuple 𝑡 denotes the reduction



Initialize coreset C as empty
for |C| <= K do

        

for each tuple t in T \ C do
    utility(t) = 0

        

for each x in T do 
    update utility(t) using x

⎬|T|
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for each tuple t in sample    do
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for each x in T+ = T1      …     Tn do 
    update utility(t) using x

⎬|T+|
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for each group g in T+ = T1       …      Tn do
    (by group estimation) 
    update utility(t) using g

⎬|G|

    add t with the max XWLlity to C  
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Figure 5: Basic coreset selection (a), typical optimization techniques (b, c), and our optimization for multiple tables (d).

of gradient approximation error in Eq. 2 after adding 𝑡 into
the coreset 𝐶 , denoted by i.e.,𝑈 (𝑡 |𝐶).

• 2nd for-loop (lines 4-6). Each iteration of the 2nd-
iteration will compute the utility of a tuple 𝑡 that is not
in coreset 𝐶 .

• 3rd for-loop (line 6). It iterates all tuples in 𝑇 to compute
the utility of tuple 𝑡 used in the 2nd for-loop.

• Weights computation (lines 9-10). It computes the
weight of each tuple in the coreset, which will be used
to approximate the full gradient.

Apparently, the solution with 3 loops is rather time-consuming.
Fortunately, coresets satisfy the submodular property [24] ( Theo-
rem 2 in § 4), based on which an e�cient method can accelerate the
2nd loop that uniformly samples tuple set S from 𝑇 \𝐶 and selects
the best one from the sampled ones [38]. It holds a (1 − 1

𝑒 − 𝜖)
approximate ratio, where 𝜖 is related to the sampling ratio.

Coreset by sampling. The optimization of sampling-based coreset
selection algorithm is illustrated in Figure 5(b), where the sample
S is a subset of 𝑇 \𝐶 (“\” denotes the operation set di�erence).

3.3 Coreset of Multiple Tables
As discussed above, to achieve feature-rich ML, the base table has
to be augmented to get useful features through joining other tables.

With materialization. A natural solution is �rst to do feature
augmentation by executing the joins, and then use the above coreset
selection on the materialized result. Figure 5(c) depicts this solution.

Note that, for feature augmentation, theremight have one-to-one,
one-to-many, many-to-many and fuzzy joins. Hence, the materi-
alized view might be very large. Consequently, the e�ciency of
coreset selection is low (see Figure 3(b)-Í).

Without materialization. Our key idea to improve the e�ciency
of coreset of multiple tables is to estimate the utility of each “group”
without join materialization, where a group refers to a set of tuples
in the joined results having the same attribute values on a prede-
�ned set of attributes, as shown in Figure 5(d). Conceptually, the
utility can be estimated by �rst computing the feature similarity of
tuples in each individual table, and then aggregating them using a
dynamic programming algorithm without join materialization. By
doing so, we can signi�cantly reduce the computation in the 3rd
for-loop, thus improving the overall e�ciency (see Figure 3(b)-Î).

4 GRADIENT APPROXIMATION ERROR
BOUNDED BY GROUPS

In this section, we will build the theoretical bound of gradient
computation for coresets over multiple tables. Afterwards, we will
introduce the algorithms by following the theoretical bounds (§ 5).

Let 𝑇 be the base table, 𝑇1,𝑇2, . . . ,𝑇𝑚 be the tables that can be
used to augment the features of𝑇 , and𝑇 + be the feature-augmented
table through prede�ned joins, with |𝑇 + | = 𝑁 . We will prove that
the gradient approximation error of a coreset w.r.t.𝑇 + can be upper-
bounded using the groups (or partitions) of 𝑇 +.

Recall that minimizing Eq. 2 is closely related to the parameter
𝜃 . Unfortunately, the entire parameter space 𝜗 is too expensive to
explore. We will �rst prove that the gradient approximation error
is upper-bounded for a �xed parameter 𝜃 and given groups (§ 4.1).
We will then generalize the above result to the parameter space 𝜗
for given groups (§ 4.2). We will close this section by discussing the
connection between groups in the augmented single table (i.e., 𝑇 +)
and multiple tables (§ 4.3).

Building upon the above results, later § 5 will describe how to
compute groups from multiple tables (i.e., 𝑇 , 𝑇1, . . . ,𝑇𝑚) and use
them to bound the gradient approximation error of the coreset of
𝑇 + without materializing 𝑇 +.
Notation. Similar to § 3, we use ∇𝑙+

𝑖
to denote the loss of the 𝑖-th

training example in 𝑇 +, i.e., 𝑙+
𝑖
(𝜃, 𝑡𝑖 ).

4.1 Upper Bound of a Fixed 𝜃 and Given Groups
Recap that we have a one-to-one mapping 𝜙𝜃 : 𝑇 + → 𝐶 between
tuples in 𝑇 + and 𝐶 . 𝜙𝜃 (𝑖) = 𝑗 denotes that 𝑡+

𝑖
in 𝑇 + should be

assigned to the 𝑗-th tuple in the coreset. With this mapping, we get:

|𝐶 |∑︁
𝑗=1

𝑤 𝑗∇𝑙+𝛾 ( 𝑗) (𝜃 ) =
𝑁∑︁
𝑖=1

∇𝑙+
𝛾 (𝜙𝜃 (𝑖)) (𝜃 )

so Eq. 2 can be rewritten as [39]:

‖
𝑁∑︁
𝑖=1

∇𝑙+𝑖 (𝜃 ) −
|𝐶 |∑︁
𝑗=1

𝑤 𝑗∇𝑙+𝛾 ( 𝑗) (𝜃 )‖ = ‖
𝑁∑︁
𝑖=1

(
∇𝑙+𝑖 (𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑖)) (𝜃 )
)
‖

(3)
LetA be the prede�ned attribute set (or the grouping key), based

on which tuples in 𝑇 + are divided into a set G of disjoint groups
𝑔 = |G| such that each group G𝑖 ∈ G contains tuples with the



same values on A (see § 6.1 for more implementation details). We
then use𝐺𝑖 , 𝑖 ∈ [1, 𝑔] to denote the set of indexes (corresponding
to 𝑇 +) of tuples in G𝑖 , i.e., 𝐺𝑖 = {𝑘 |𝑡+

𝑘
∈ 𝑇 +, 𝑡+

𝑘
∈ G𝑖 }. That is,

∪𝑔
𝑖=1𝐺𝑖 = {1, 2, . . . , 𝑁 }. With such grouping, di�erent from [39],

the summation from 1 to 𝑁 in Eq. 3 can be rewritten as the sum of
𝑔 summations over the computation results in each G𝑖 :

‖
𝑁∑︁
𝑖=1

(
∇𝑙+𝑖 (𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑖)) (𝜃 )
)
‖

=‖
𝑔∑︁
𝑖=1

∑︁
𝑘∈𝐺𝑖

(
∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑘)) (𝜃 )
)
‖

≤
𝑔∑︁
𝑖=1

‖
∑︁
𝑘∈𝐺𝑖

(
∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑘)) (𝜃 )
)
‖

≤
𝑔∑︁
𝑖=1

|𝐺𝑖 | max
𝑘∈𝐺𝑖

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑘)) (𝜃 )‖

(4)

Eq. 4 comes from the triangle equation. More speci�cally,
‖∇𝑙+

𝑘
(𝜃 ) − ∇𝑙+

𝛾 (𝜙𝜃 (𝑘)) (𝜃 )‖ denotes the gradient di�erence between
a tuple 𝑡+

𝑘
∈ 𝑇 + and the tuple 𝑡+

𝛾 (𝜙𝜃 (𝑘)) that 𝑡
+
𝑘
assigns to. Hence, in

each group, the sum of gradient di�erence can be bounded by the
group size multiplied by the maximum di�erence in the group, i.e.,
|𝐺𝑖 |max𝑘∈𝐺𝑖

‖∇𝑙+
𝑘
(𝜃 ) −∇𝑙+

𝛾 (𝜙𝜃 (𝑘)) (𝜃 )‖. Thus, Eq. 3 can be bounded
by the result of Eq. 4. Next, we focus on how to minimize the bound.

Recap from Example 3, intuitively, the bound (i.e., the right hand
in Eq. 4) will be minimized when 𝜙𝜃 (𝑘) is set to assign each 𝑡+

𝑘
to

the closest tuple in the coreset 𝐶 , w.r.t. the gradient, as follows:
𝑔∑︁
𝑖=1

|𝐺𝑖 | max
𝑘∈𝐺𝑖

min
𝑐 𝑗 ∈𝐶

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖ (5)

However, given a coreset, it is infeasible to compute Eq. 5 because
we have to iterate each tuple in every group, which is equivalent
to iterate the entire 𝑇 +, but the large 𝑇 + will not be materialized
due to the ine�ciency. To address this issue, considering Eq. 4 and
Eq. 5 and leveraging max-min inequality [7] over Eq. 5, we can get:

‖
𝑁∑︁
𝑖=1

∇𝑙+𝑖 (𝜃 ) −
|𝐶 |∑︁
𝑗=1

𝑤 𝑗∇𝑙+𝛾 ( 𝑗) (𝜃 )‖

≤
𝑔∑︁
𝑖=1

|𝐺𝑖 | max
𝑘∈𝐺𝑖

min
𝑐 𝑗 ∈𝐶

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖

≤
𝑔∑︁
𝑖=1

|𝐺𝑖 | min
𝑐 𝑗 ∈𝐶

max
𝑘∈𝐺𝑖

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖

(6)

Given Eq. 6, we can iterate the much smaller coreset 𝐶 and the
gradient approximate error can be bounded using the largest gra-
dient di�erence between 𝑐 𝑗 ∈ 𝐶 and tuples within each group,
i.e., max𝑘∈𝐺𝑖

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖, which can be computed e�-
ciently without joining all tables (see § 5). In this way, all tuples
within a group will be assigned to the same tuple in the coreset, i.e.,
∀𝑘 ∈ 𝐺𝑖 , 𝜙𝜃 (𝑘) = 𝑗 .

So far, the deductions we have discussed only consider the case
for a particular 𝜃 . Obviously, it is prohibitively expensive to explore
every possible 𝜃 . Next, we illustrate how to bound the gradient
approximation error for the parameter space 𝜗 .

4.2 Upper Bound for the Parameter Space 𝜗 and
Groups

Fortunately, it has been proved in recent works [5, 22, 39] that for
convex ML algorithms, e.g., linear regression, logistic regression,
the normed gradient di�erence between tuples can be e�ciently
bounded by:

∀𝑖, 𝑗,max
𝜃 ∈𝜗

‖∇𝑙𝑖 (𝜃 ) − ∇𝑙 𝑗 (𝜃 )‖ ≤ max
𝜃 ∈𝜗

O(‖𝜃 ‖) · ‖x𝑖 − x𝑗 ‖ (7)

where ‖x𝑖 −x𝑗 ‖ denotes the Euclidean distance between the feature
vectors of two tuples. Since O(‖𝜃 ‖) is a constant, we can conclude
that the gradient approximation error can be bounded in-
dependent of the optimization problem in practice, i.e., any
particular 𝜃 . Thus, based on the results in Eq. 6, we can get:

max
𝜃 ∈𝜗

𝑔∑︁
𝑖=1

|𝐺𝑖 | min
𝑐 𝑗 ∈𝐶

max
𝑘∈𝐺𝑖

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖

≤
𝑔∑︁
𝑖=1

|𝐺𝑖 | min
𝑐 𝑗 ∈𝐶

max
𝑘∈𝐺𝑖

max
𝜃 ∈𝜗

‖∇𝑙+
𝑘
(𝜃 ) − ∇𝑙+

𝛾 ( 𝑗) (𝜃 )‖

≤ 𝑐︸︷︷︸
𝑐𝑜𝑛𝑠𝑡

·
𝑔∑︁
𝑖=1

|𝐺𝑖 | min
𝑐 𝑗 ∈𝐶

max
𝑘∈𝐺𝑖

‖x+
𝑘
− x+

𝛾 ( 𝑗) ‖

(8)

Feature similarity. For ease of representation, we use similarity
𝑠 𝑗𝑖 = 1−𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (max𝑘∈𝐺𝑖

‖x+
𝑘
−x+

𝛾 ( 𝑗) ‖) to denote the minimum
similarity of feature vectors between 𝑐 𝑗 ∈ 𝐶 and tuples in group
G𝑖 .

Obviously, the minimization of min𝑐 𝑗 ∈𝐶 max𝑘∈𝐺𝑖
‖x+
𝑘
− x+

𝛾 ( 𝑗) ‖
is equivalent to the maximization of max𝑐 𝑗 ∈𝐶 𝑠 𝑗𝑖 .

Therefore, the gradient approximation error can be bounded by∑𝑔
𝑖=1 |𝐺𝑖 |max𝑐 𝑗 ∈𝐶 𝑠 𝑗𝑖 .
Note that Eq. 7 holds for tuples with the same label [5, 22]. Hence,

we need to select subsets of coresets for tuples with di�erent labels
and combine them. For example, given a binary classi�cation task
(30% of label 0 and 70% with label 1), to select a coreset with size 𝐾 ,
we separately select a coreset of size 30%𝐾 for tuples with label 0
and another coreset of size 70%𝐾 for tuples with label 1, and then
merge them. For regression tasks, we will cluster tuples with similar
labels, select subsets of coresets for these clusters and merge them.

Problem (GGEM). The problem shown in Eq. 2 can be converted to
the group-based gradient approximation error minimization
(GGEM) problem as follows:

𝐶∗ = argmax
𝐶⊆𝑇 +

𝑔∑︁
𝑖=1

|𝐺𝑖 | max
𝑐 𝑗 ∈𝐶

𝑠 𝑗𝑖 , s.t. |𝐶 | ≤ 𝐾 (9)

At a high level, when 𝑇 + = 𝑇 ⊲⊳ 𝑇1 ⊲⊳ · · · ⊲⊳ 𝑇𝑚 is too large to
compute the coreset, the GGEM problem is to e�ciently select an
optimal coreset 𝐶∗ such that the tuples in 𝐶∗ and their associated
weights can well approximate the full gradient in 𝑇 +, by grouping
𝑇 + and distributing the computation to multiple tables based on
the groups. In § 5, we will show how to compute the partial feature
similarity 𝑠 𝑗𝑖 e�ciently without the fully materialized𝑇 +. Next, we
will prove that even if 𝑠 𝑗𝑖 is known, GGEM problem is NP-hard. We
will also discuss its submodular property, based on which a greedy
algorithm will be designed in § 5.

Theorem 1. The GGEM problem is NP-hard.



Proof. We start the proof by considering a special case of GGEM
problem where ∀𝑖 ∈ [1, 𝑔], |𝐺𝑖 | = 1. Thus, the number of groups 𝑔
equals to the number of tuples 𝑁 . Therefore, the problem becomes
𝐶∗ = argmax

𝐶⊆𝑇 +

∑𝑁
𝑖=1max𝑐 𝑗 ∈𝐶 𝑠 𝑗𝑖 = argmin

𝐶⊆𝑇 +

∑𝑁
𝑖=1min𝑐 𝑗 ∈𝐶 ‖x+𝑖 −

x+
𝛾 ( 𝑗) ‖, |𝐶 | ≤ 𝐾 . Naturally, the K-medoid problem [19] can be re-
duced to the the special case and thus GGEM is NP-hard. �

Theorem 2. The GGEM problem has the submodular property.

Due to the space limitation, proof of submodular property is left
to the technical report [2].
Our scope. Note that we focus on the convex problems trained with
gradient descent because for such problems, the gradient di�erence
can be bounded by the di�erence between feature vectors. In this
situation, regardless of any convex ML algorithm or parameter 𝜃 ,
RECON can select the coreset without training in advance.

4.3 Connection between Groups of the Single
Augmented Table and Multiple Tables

As mentioned in § 3.3, the joined result 𝑇 + is generally large in
scale, which makes it ine�cient to directly select coreset over 𝑇 +.
To address this, our key idea is to divide the large-scale𝑇 + into some
disjoint groups (like the Groupby), each of which contains tuples
that have the same attribute values over one or more prede�ned
attributes. In this way, the gradient computation over tuples in 𝑇 +

can be pushed down as a pre-computation step in the corresponding
groups of each single table respectively, and further bounded by
aggregating the results from multiple tables e�ciently.
Remark. In this paper, we consider the join type that introduces
redundancy in the data, including both tuple redundancy and fea-
ture redundancy [14, 29] (e.g., PK-FK, one (many)-to-many joins).
For example, considering 𝑅 = 𝑆 ⊲⊳ 𝑇 , for table 𝑆 , the tuple ratio is
denoted by 𝑛𝑅

𝑛𝑆
and feature ratio is 𝑑𝑅

𝑑𝑆
, where 𝑛 represents the num-

ber of tuples and 𝑑 represents the number of features. We assume
that the tuple ratio and the feature ratio are larger than 1.

5 RECON ALGORITHM
Theory 2 in § 4, i.e., the GGEM problem has the submodular property,
tells us that we can use a greedy algorithm with the approximate
ratio (1− 1

𝑒 ) to solve the problem of coreset selectionwithout joining
multiple tables. In what follows, wewill �rst overview the algorithm
in § 5.1, followed by discussing two important components of the
algorithm in § 5.2 and § 5.3 respectively.

5.1 Algorithm Overview

Algorithm. Algorithm 2 takes the base table𝑇 , a set T of tables to
be augmented and the coreset size 𝐾 (can be speci�ed by the user)
as input, greedily adds the tuple that brings about the largest utility
improvement into the coreset such that a near-optimal coreset is
�nally output. Note that 𝑇 + denotes the result of joining all above
tables together, which will not be materialized.

It �rst pre-computes the feature vector di�erence between every
two tuples in each table, so as to bound the gradients (line 1). Next,
it iteratively adds one tuple to the coreset at a time (the �rst loop
in lines 3-12). At each iteration, the tuple with the largest utility

Algorithm 2: RECON Algorithm
Input: The train data𝑇 , T = {𝑇1,𝑇2, ...,𝑇𝑚 }, coreset size 𝐾 .
Output: A coreset𝐶 ⊆ 𝑇 +, weight𝑊 = {𝑤𝑗 }, |𝐶 | = |𝑊 | = 𝐾 .
Pre-compute table-wise partial feature similarity di�erence1

𝐷+ = {𝑑ℎ
𝑖 𝑗
|∀𝑇ℎ ∈ T ∪ {𝑇 }, ∀𝑡ℎ

𝑖
, 𝑡ℎ

𝑗
∈ 𝑇ℎ, 𝑑ℎ𝑖 𝑗 = ‖xℎ

𝑖
− xℎ

𝑗
‖ }.

𝐶 = ∅;2

while |𝐶 | < 𝐾 do3

Sample a subset S from𝑇 + using𝑇 and T;4

for each tuple 𝑡 𝑗 ∈ S do5

𝑈 (𝐶 ∪ {𝑡 𝑗 }) = 0;6

for each group G𝑖 ∈ G do7

Compute 𝑠 𝑗𝑖 by aggregating 𝑑ℎ
𝑖′ 𝑗′ ∈ 𝐷

+ from di�erent8

tables;
𝑈 (𝐶 ∪ {𝑡 𝑗 }) += |𝐺 (𝑖) |max𝑐 𝑗 ∈𝐶∪{𝑡 𝑗 } 𝑠 𝑗𝑖 ;9

𝑈 (𝑡 𝑗 |𝐶) = 𝑈 (𝐶 ∪ {𝑡 𝑗 }) −𝑈 (𝐶) ;10

𝑡∗ = argmax𝑡 𝑗 ∈S𝑈 (𝑡 𝑗 |𝐶) ;11

Add 𝑡∗ to𝐶 ;12

for j = 1 to |𝐶 | do13

𝑤𝑗 =
∑𝑔

𝑖=1 |𝐺 (𝑖) |I[ 𝑗 = argmax𝑐 𝑗′∈𝐶 𝑠 𝑗′𝑖 ]14

return𝐶,𝑊 ;15

among 𝑇 + will be selected (line 11). However, it is rather time-
consuming to iterate 𝑇 +, and thus we can sample a set S of joined
tuples and select one from them (the second for loop in lines 5-
10). Afterwards, to compute the utility of each tuple 𝑡 𝑗 ∈ S, the
third loop (lines 7-9) iterates each group G𝑖 , computes the feature
similarity 𝑠 𝑗𝑖 (line 8), reconsiders whether tuples in G𝑖 should be
assigned to 𝑡 𝑗 , and updates the utility value (line 9). In short, we
can derive the coreset 𝐶 by repeatedly sampling tuples, computing
their utilities, and select the best one as a member of the coreset.
Finally, we also have to assign each 𝑐 𝑗 ∈ 𝐶 a weight𝑤 𝑗 .

Algorithm 2 consists of the following four key components.
[Component Ê: Partial feature similarity pre-computation.] As
shown in line 1, we �rst compute the similarity of partial feature
vectors in each individual table, in order to bound the gradient
based on Eq. 7. This step is easy to implement but rather important.
The motivation and the details will be introduced in § 5.2.
[Component Ë: Joined tuples sampling.] We use the sampling
method proposed in [58] to sample a set S ⊂ 𝑇 + of tuples as
candidates (line 4). Although𝑇 + will not be materialized, [58] guar-
antees that these sampled tuples are uniformly sampled from 𝑇 +.
Thus, there still has an approximate ratio 1 − 1

𝑒 − 𝜖 for the greedy
algorithm, as discussed in § 3.2, where |S| = (𝑁 /𝐾) · 𝑙𝑜𝑔(1/𝜖).
[Component Ì: Feature similarity computation.] During the above
process, computing 𝑠 𝑗𝑖 is challenging because we do not have𝑇 +. To
address this , the high level idea is to aggregate the pre-computation
results in Component Ê along with the join keys, which will be
introduced in § 5.3.
[ComponentÍ:Weight computation.] As shown in line 14,𝑤 𝑗 equals
to the sum of the groups that are assigned to 𝑐 𝑗 timing the group
size, because the tuples within a group will be assigned a single
tuple in the coreset.

5.2 Partial Feature Similarity Pre-computation
As discussed above, to solve the GGEM problem, it is signi�cant
to compute the feature similarity 𝑠 𝑗𝑖 , i.e., the minimum similarity
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Figure 6: Partial feature similarity pre-computation.

of feature vectors between 𝑐 𝑗 and tuples in the group G𝑖 , so as to
bound the gradient di�erence. The computation is highly related
to the Euclidean distance between two feature vectors, as shown in
Eq. 8. Although we can obtain one vector of 𝑐 𝑗 through sampling,
the other one in the group is not available because we do not want
to materialize 𝑇 + and iterate it. Fortunately, each feature vector
in 𝑇 + can be represented by the concatenation of (𝑚 + 1) sub-
vectors from these 𝑚 candidate tables as well as the base table,
i.e., x+

𝑖
= [x+

𝑖
[0], x+

𝑖
[1], ..., x+

𝑖
[𝑚]], where x+

𝑖
[0] denotes the base

table part of feature vector of 𝑡+
𝑖
. Intuitively, to capture the feature

di�erence, we can �rst capture the partial feature similarity inside
each table, and then aggregate from multiple tables to compute 𝑠 𝑗𝑖 .

Hence, we push down the computation to each individual table
as a pre-computation step, which accelerates the coreset selection
much. To be speci�c, for each table𝑇𝑘 , the feature vector di�erence
of any tuple pair, i.e., 𝑑ℎ

𝑖 𝑗
= ‖xℎ

𝑖
− xℎ

𝑗
‖ is computed.

In Figure 6, suppose that the tuples colored green from multiple
tables will form a group G2. In pre-computation, ‖x+

𝑗
[1] − x12‖,

‖x+
𝑗
[1] − x13‖, ‖x

+
𝑗
[0] − x03‖, ‖x

+
𝑗
[2] − x21‖ and ‖x+

𝑗
[2] − x22‖ have

been computed when we want to compute 𝑠12, which accelerates
the coreset selection much because we do not need to compute
the di�erences over the large scale 𝑇 +. Note that we are not going
to compute the feature similarity between every two tuples in 𝑇 +.
Recap that in § 4.2, the similarity 𝑠 𝑗𝑖 to be computed, i.e., 𝑠 𝑗𝑖 =

1 − 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (max𝑘∈𝐺𝑖
‖x+
𝑘
− x+

𝛾 ( 𝑗) ‖) is to denote the minimum
similarity of feature vectors between 𝑐 𝑗 ∈ 𝐶 and tuples in group
G𝑖 . Once 𝑠 𝑗𝑖 can be computed, we can use it to bound the gradient
approximation error, so in the next section, we will discuss how to
aggregate pre-computed partial results to derive 𝑠 𝑗𝑖 .

5.3 Gradient Aggregation for Feature Similarity
(𝑠 𝑗𝑖 ) Computation

Next, we describe, for a given 𝑐 𝑗 ∈ 𝐶 , how to e�ciently compute 𝑠 𝑗𝑖 ,
which is equivalent to compute the di�erence, i.e., max𝑘∈𝐺𝑖

‖x+
𝑘
−

x+
𝛾 ( 𝑗) ‖ for all the groups G𝑖 ∈ G using a dynamic programming
(DP) algorithm. We mainly illustrate the algorithm using a concrete
example as shown in Figure 7. Before that, we �rst introduce some
necessary notations.

Recap that in § 5.2, each sampled tuple x+
𝛾 ( 𝑗) can be represented

by concatenating𝑚+1 sub-vectors from di�erent tables respectively.
Hence, for each subvector x+

𝛾 ( 𝑗) [ℎ], ℎ ∈ [0,𝑚], we use 𝛾ℎ ( 𝑗) to
denote the index of x+

𝛾 ( 𝑗) [ℎ] in table𝑇ℎ . In this way, for all tuples in

each table𝑇𝑢 , 𝑑ℎ𝛾ℎ ( 𝑗),𝑢 = ‖xℎ
𝛾ℎ ( 𝑗) −x

ℎ
𝑢 ‖ = ‖x+ [ℎ] −xℎ𝑢 ‖,𝑢 ∈ [1, |𝑇𝑢 |].

Besides, we model these tables as a tree structure, where the root is
the table that we group on. We use 𝐽ℎ to denote the set of children
table index of𝑇ℎ . 𝑅ℎ𝑢 denotes the intermediate result of 𝑡ℎ𝑢 (The 𝑢-th

tuple in 𝑇ℎ) joining with all the descendants of 𝑇ℎ . Next, we use
two examples to clarify these.

Example 4. [Join tree] Suppose that A = {𝐴0}, we have a tree in
Figure 7, where 𝑇0 is the root, and 𝑇1,𝑇3 are leaves. Thus, 𝐽0 = {1, 2},
𝐽2 = {3} and 𝐽1 = 𝐽3 = ∅. Besides, 𝑇0 and 𝑇1 can be joined on
attribute 𝐴2, where values with the same color can be joined together.
For example, the �rst two tuples in 𝑇0 can be joined with the �rst
tuple in 𝑇1. Based on that, 𝑅21 denotes the result ( i.e., two tuples) of
𝑡21 joining with 𝑇3 (the descendant of 𝑇2). 𝑅21 denotes the result ( i.e.,
three tuples) of 𝑡11 joining with 𝑇1,𝑇2 and 𝑇3 (the descendants of 𝑇0).

[Groups] Suppose that we want to group on attribute 𝐴0 ( i.e., the
group key). Clearly, both𝑇0 and𝑇 + will have 3 groups G1, G2 and G3.
For example, the �rst group G1 in 𝑇0 has two tuples, but after joining,
there will be six tuples in the group.

Our goal. Given the join tree, group key and pre-computation
results (§ 5.2), the goal of our DP algorithm is to compute the
feature similarity 𝑠 𝑗𝑖 between each group G𝑖 and the tuple 𝑐 𝑗 in the
coreset, by aggregating the results from multiple tables along with
the join keys, without materializing 𝑇 +.

Key observation. The feature similarity computation has the op-
timal substructure. Hence, at a high level, we can group within
each individual table on the attributes to be joined, and then use
a dynamic programming algorithm to compute the 𝑠 𝑗𝑖 across the
join relations. Taking the G1 as an example, that is, we want to
get 𝑠11 (the similarity/di�erence between 𝑐1 and G1). For the two
tuples 𝑡01 (𝑡02 ), we have already known 𝑑0

𝛾0 (1),1 (𝑑
0
𝛾0 (1),2). Hence, if

we can compute the maximum di�erence of feature vectors of tu-
ples that can join with 𝑡01 (𝑡02 ) from other tables, which serve as
the optimal substructure, we can add 𝑑0

𝛾0 (1),1 (𝑑
0
𝛾0 (1),2) to the corre-

sponding maximum di�erence and output two values. Finally 𝑠11
can be computed by choosing the largest one from the two values.

Speci�cally, to capture the join relations of tuples, except the base
table, for each table 𝑇ℎ , we group the tuples in 𝑇ℎ on the attribute
that serves as the key to join with𝑇ℎ ’s parent. We use 𝑃ℎ𝑣 to denote
the 𝑣-th group of tuples in 𝑇ℎ . For example, 𝑃21 includes the �rst
two tuples in 𝑇2 and 𝑃32 just includes the last tuple in 𝑇3, as shown
in Figure 7. Note that for the base table, the groups are constructed
based on 𝐴0 rather than the join key because 𝑇0 is the root.

We use 𝑑𝑝 [𝑢,ℎ] to denote the maximum di�erence between
tuples in 𝑅ℎ𝑢 and 𝑐 𝑗 ’s corresponding sub-vectors w.r.t. tuples in 𝑅ℎ𝑢 .
We then use 𝐷𝑃 [𝑣, ℎ] to denote the maximum 𝑑𝑝 value among the
𝑣-th group of𝑇ℎ , i.e., 𝐷𝑃 [𝑣, ℎ] = max

𝑡ℎ𝑢 ∈𝑃ℎ𝑣 𝑑𝑝 [𝑢,ℎ]. Thus, we have:

𝑑𝑝 [𝑢,ℎ] = 𝑑ℎ
𝛾ℎ ( 𝑗),𝑢 +

∑︁
ℎ′∈𝐽 (ℎ)

𝐷𝑃 [𝑣 ′, ℎ′] (10)

where 𝑣 ′ denotes the index of group in 𝑇ℎ′ that can join with 𝑡ℎ𝑢 .
Then we can compute 𝐷𝑃 [𝑖, 0], 𝑖 ∈ [1, 𝑔] following Eq. 10. Obvi-
ously, we can directly compute 𝑠 𝑗𝑖 based on 𝐷𝑃 [𝑖, 0].

For ease of discussion, here we just consider equi-join where
each tuple can join with at most one group of a table. We will
discuss how to support fuzzy join later in this section.

Let us illustrate the algorithm using an example to compute 𝑠11.

Example 5. [The DP algorithm] We run the DP algorithm from
bottom to up. Initially, we compute the 𝑑𝑝 values for all tuples in the
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Figure 7: An example of dynamic programming.

leaf nodes, i.e.,𝑇1 and𝑇3 in Figure 7. For example, to compute 𝑑𝑝 [1, 3],
since 𝐽 (3) = ∅, 𝑑𝑝 [1, 3] = 𝑑3

𝛾3 (1),1 = 0.6 following Eq. 10. Next we

consider how to compute 𝐷𝑃 [1, 3]. Group 𝑃31 consists of 𝑡31 and 𝑡32
as they have the same value on the join key attribute 𝐴5, so we can
compute 𝐷𝑃 [1, 3] = max(𝑑𝑝 [1, 3], 𝑑𝑝 [2, 3]) = 0.6. Thus, the largest
in the group ( i.e., 𝑑𝑝 [1, 3]) will be propagated (marked as the bold
line) to its father relation ( i.e., 𝑇2) for further computation. Then we
come to 𝑇2. Similarly, to compute 𝑑𝑝 [1, 2], considering Eq. 10 𝑑2

𝛾2 (1),1
is added �rst. After that, since 𝐽 (2) = 3 and 𝑡21 joins with tuples
in 𝑃31 , 𝐷𝑃 [1, 3] will also be added to 𝑑𝑝 [1, 2]. Therefore, we obtain
𝑑𝑝 [1, 2] = 𝑑2

𝛾2,1 + 𝐷𝑃 [1, 3] = 2.1 + 0.6 = 2.7. After that, 𝐷𝑃 [1, 2] is
computed as max(𝑑𝑝 [1, 2], 𝑑𝑝 [2, 2]) = 2.7, which is then propagated
to the �rst two tuples in 𝑇0 that join with tuples in 𝑃21 . Finally, we
come to 𝑇0. To compute 𝑑𝑝 [1, 0], 𝑑0

𝛾0 (1),1 is �rst added to 𝑑𝑝 [1, 0]
as well. Since 𝐽 (0) = {1, 2}, 𝐷𝑃 [1, 1] and 𝐷𝑃 [1, 2] will be added to
𝑑𝑝 [1, 0]. Therefore, we can obtain 𝑑𝑝 [1, 0] = 𝑑0

𝛾0 (1),1 + 𝐷𝑃 [1, 1] +
𝐷𝑃 [1, 2] = 1.2 + 0.1 + 2.7 = 4.0. Finally, 𝐷𝑃 [1, 0] is computed as
𝐷𝑃 [1, 0] = max(𝑑𝑝 [1, 0], 𝑑𝑝 [2, 0]) = 4.6.

Complexity Analysis of Algorithm 2. Recap that |𝑇 + | = 𝑁 . For
ease of illustration, we use 𝑂 (𝑛) to denote the average size of each
single table, i.e.,𝑂 ( |𝑇ℎ |) = 𝑂 (𝑛). Besides, we use𝐷 (𝑑) to denote the
number of feature dimensions of 𝑇 + (𝑇ℎ on average) respectively.
Next, we analyze the time complexity from two aspects, i.e., the
pre-computation and greedy algorithm with 3 loops.
Partial Feature Similarity Pre-computation. In this stage, we need to
pre-compute the di�erence of feature vectors between every two
tuples in each table, so the time complexity is 𝑂 (𝑛2𝑑) when the
number of tables can be regarded as a constant.
Greedy Coreset Selection. To select the coreset 𝐶 , the greedy algo-
rithm repeats 𝐾 times. Each time a set of tuples S ⊂ 𝑇 + is sampled.
To get i.i.d. uniform samples, we use the exact weight algorithm
from Zhao et al. [58], which has no accept-reject step in the sam-
pling phase. After a pre-computation in 𝑂 (𝑛), we can get a sample
from 𝑇 + in 𝑂 (1) [51, 53, 58]. For each element 𝑡 𝑗 ∈ S, we need to
compute𝑈 (𝑡 𝑗 |𝐶), which involves the computation of 𝑠 𝑗𝑖 for every
group G𝑖 ∈ G using the DP algorithm. The complexity of DP is lin-
ear to the total sizes of relations, i.e.,𝑂 ( |𝑇0 |+ |𝑇1 |+· · ·+|𝑇𝑚 |) = 𝑂 (𝑛).
For ease of representation, we use 𝑆 to denote |S|. Therefore, The
time complexity of this part is 𝑂 (𝐾 · |S| · 𝑛) = 𝑂 (𝑛𝐾𝑆).
Total Time Complexity. In summary, the total time complexity of
our approach is 𝑂 (𝑛2𝑑 + 𝑛𝐾𝑆).

To show the superiority of our method, we also illustrate the time
complexity of the SOTA single-table coreset selection algorithm

on 𝑇 +, if the join result is materialized. First, they compute feature
vector di�erences between every two tuples in 𝑇 +, so as to bound
the gradient, leading to a time complexity of 𝑂 (𝑁 2𝐷). Afterwards,
to compute the utility of each tuple , their methods have to iterate
every tuple in 𝑇 +, leading to a time complexity of 𝑂 (𝐾 · 𝑆 · 𝑁 ) =
𝑂 (𝑁𝐾𝑆). In total, the time complexity is 𝑂 (𝑁 2𝐷 + 𝑁𝐾𝑆).

For feature-enrich ML, 𝑁 � 𝑛 always holds when various types
of joins exist. Thus, our method can much improve the e�ciency.

Discussion. For fuzzy join, each tuple 𝑡ℎ𝑢 may join with multiple
groups 𝑃ℎ

′
𝑣′ for ℎ

′ ∈ 𝐽 (ℎ) of a table. We can extend RECON to handle
this by changing the 𝐷𝑃 [𝑣 ′, ℎ′] in Eq. 10 into 𝑑𝑝 [𝑢,ℎ] = 𝑑ℎ

𝛾ℎ ( 𝑗),𝑢 +∑
ℎ′∈𝐽 (ℎ) max𝑣′∈𝑉 𝐷𝑃 [𝑣 ′, ℎ′], where 𝑉 represents all the groups in

𝑇ℎ′ that can join with 𝑡ℎ𝑢 . For the grouping key, if the attributes in
A speci�ed by the user are distributed in multiple tables, we can
run our algorithm by randomly selecting a table from these tables
as the root and aggregating the results using the DP algorithm.

Note that the upper bound of the gradient di�erence derived in
§ 4 only holds for points with similar labels. Thus, theoretically
we need to select subsets separately. The above analysis assumes
that all tuples correspond to same labels. However, in practice, data
has di�erent labels. Therefore, data with a certain label generally
represents only a small fraction of the total data. The total amount
of calculation is much less than the above complexity.

Convergence Rate Analysis of Algorithm 2. In the �eld of ML,
convergence rate re�ects how fast the machine learning algorithm
can �nd the optimal parameters. The higher the convergence rate,
the fewer iterations the model needs to converge. Speci�cally, we
can compute the convergence rate by comparing the parameter 𝜃
computed in the 𝑘-th and the (𝑘 + 1)-th iteration to the optimal
one. The detailed proof is left to the technical report [2].

As proved in [2], the convergence rate of Algorithm 2 is at the
same rate of 𝑂 ( 1√

𝑘
) as the convergence rate for incremental gra-

dient descent on the full data 𝑇 + [42]. Hence, theoretically, RECON
needs the same number of epochs to converge as training on the
full data. In this situation, since the coreset is much smaller than
the full data, the e�ciency is much improved.

6 EXPERIMENTS
The key questions we seek to answer are: (1) How does RECON
perform to select a well-performed coreset with an appropriate size,
as an end-to-end solution (§ 6.2)? (2) What about the e�ectiveness
and e�ciency of RECON, compared with baselines (§ 6.3 - § 6.5)?

6.1 Experimental Settings
Dataset.We used 5 widely-used real-world datasets that covered
various data characteristics, e.g., the dataset size varying from the
magnitude of 104 to 107. Table 1 shows the statistics of the datasets.
(1) Brazil [1] is a dataset with a multi-classi�cation task to predict
“the review score of an order given by the customer” with four tables.
(2) IMDB [32] is a dataset that “predicts the score of movies” with 7
tables. Obviously, we can regard it as a regression task to predict
the score. To show more thorough experiments, similar to [14], we
also regard it as a classi�cation task by dividing the rating scores
in to 5 equal intervals (i.e., grades) and predict the grade.



Table 1: Statistics of datasets.
Dataset # Tables # Rows (𝑇 +) # features (𝑇 +) Task
Brazil 4 98,463 9 Class.
IMDB 7 674,466 41 Class./Reg.

IMDB-Large 7 21,303,410 41 Class./Reg.
Stack 3 6,347,553 178 Reg.
Taxi 5 2,792,376 30 Reg.

(3) IMDB-Large is similar to IMDB, except that IMDB-Large uses all
tuples in Cast_info, producing 21,303,410 tuples for 𝑇 +.
(4) Stack [37] contains questions and answers from the StackEx-
change, which “predicts the reputation of users” as a regression task.
(5) Taxi [15] is to “ predict the number of vehicle collisions in New
York City for each day”. In particular, we have fuzzy join on this
dataset, e.g., the Weather table can join with the base table on the
attribute w.r.t. time, but the weather data is represented by the
granularity of minutes, hours, or days.

Following [30], for every dataset, the base table is ran-
domly shu�ed and divided into 50%/25%/25% proportions as
train/validation/test set. All other tables will be used for feature
augmentation via joins while training, validating and testing.

The group key A of each dataset is speci�ed by the user. Al-
though the user can specify any set of attributes as the group key,
by default, we use the (primary) key of the base table, if available.
We used {review_id}, {movie_id}, {movie_id}, {user_id} and
{datetime} as group keys for Brazil, IMDB, IMDB-Large, Stack
and Taxi in their base tables respectively.
Baselines. We compared with several baselines.
(1) Base uses the base table 𝑇 as train data to train ML models (see
e.g., Figure 3(a)–Ê).
(2) Full uses the fully augmented table𝑇 + as the train data to train
ML models (see e.g., Figure 3(a)–Ì).
(3) Sample-Join [58] uniformly samples tuples from 𝑇 + as train
data without materializing the join result.
(4) Join-Coreset [39, 41] selects the coreset over fully materialized
join result𝑇 + and uses the coreset as train data (see e.g., Figure 3(a)–
Î). We use the popular single-table coreset selection algorithm [39]
that follows the paradigm in Figure 5(b).
(5) Coreset-Join �rst selects a coreset from the base table 𝑇 , then
joins with tables in T and �nally trains on the join result.
(6) FML [14, 29, 49] (factorized ML) focuses on accelerating batch
gradient descent algorithm by decomposing the ML computations
through joins. Among these methods, [14] is a general one for
di�erent ML algorithms, so we compare with it in § 6.5. In other
sections, we focus on the stochastic gradient descent algorithm that
is widely used in practice due to its high e�ciency.
Hyper-parameter Se�ing. For the classi�cation task and regres-
sion task, we train logistic regression and linear regression models
by default respectively, where L2-regularization (regularization
coe�cient=10−5) and stochastic gradient descent (SGD) are applied.
The in�uence of using di�erent ML models will be evaluated in
§ 6.3. For training, we �x the number of training epochs to 20. We
use k-inverse decay scheduling, i.e., 𝛼𝑘 = 𝛼0/(1+𝑏𝑘), where 𝛼0 and 𝑏
are tuned as hyperparameters independently for di�erent methods.
The sample size 𝑆 is set to 500.
Evaluation Metrics. We evaluate the e�ciency in an end-to-end
way, including both the consuming time of coreset selection and
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Figure 8: End-to-end coreset selection for regression.
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Figure 9: End-to-end coreset selection for classi�cation.

model training. For e�ectiveness, we use di�erent evaluation met-
rics for di�erent tasks. For classi�cation tasks, following previous
works [15, 58], we use model prediction accuracy as evaluation met-
ric. For regression tasks, following [29], we use root mean squared

error (𝑅𝑀𝑆𝐸 =

√︃∑𝑁
𝑡=1 (𝑦̂𝑡−𝑦𝑡 )2

𝑁
) as evaluation metric.

6.2 End-to-end Coreset Selection
Recap that in § 5, the proposed algorithm takes as input a user-
speci�ed 𝐾 as the size of the coreset. To realize an end-to-end
solution, one may consider how to choose an appropriate size of the
coreset. In this part, we propose a simple yet e�ective approach to
achieve this. For ease of explanation, we introduce 𝑝 = 𝐾

𝑁
to denote

the proportion of coreset compared to the full data in size. 𝑁 , i.e.,
|𝑇 + | can be computed e�ciently using [58] before it is materialized.
Approach.We start from a coreset in a small size, train on it and
evaluate on the validation set, enlarge the coreset and iteratively
train until the performance cannot improve much. Speci�cally, we
start from 𝐾 = 10−4𝑁 , i.e., 𝑝 = 10−4 and train an initial model.
Then, we iteratively enlarge the coreset by 2 times and train. To
evaluate each coreset, we apply the model on the validation set and
compute the validation loss. If the loss decreases and remains stable
within several successive iterations, we stop enlarging the coreset.
Validation loss. Figure 8 -9 show the validation loss (i.e.,MSE loss
for regression task and cross entropy loss for classi�cation task on
the 𝑦-axis) by varying the coreset size (the 𝑥-axis). At a high level,
with the number of tuples of a coreset increasing, the validation
loss decreases rapidly �rst and then remains stable. As Figure 8(c)
shows, on Stack dataset, when 𝐾 = 0.0032 × 𝑁 = 10156, the loss is
0.69 and then it does not decrease much. We set that within three
successive iterations, if the loss varies no more than 1%, we can
stop. So �nally, we can return the coreset with a size of 10156.
E�ciency. One may consider whether the end-to-end coreset se-
lection including iterative training is time-consuming. The answer
is No. More concretely, with the coreset size increasing, it obviously
spends more time because both the iterative training and coreset
selection consume time, but it is still e�cient. For example, it takes
13.3 mins, 4.6 mins, and 1.1 mins on the task of IMDB-Large and
Taxi for regression, and Brazil for classi�cation respectively to
perform the end-to-end coreset selection. However, if train on 𝑇 +
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Figure 10: E�ciency. (a,b,c,d): Regression tasks; (e,f,g): Classi�cation tasks.
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Figure 11: E�ectiveness. (a,b,c,d): Regression tasks; (e,f,g): Classi�cation tasks.
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Figure 12: Training loss comparison for IMDB and Stack.
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Figure 13: E�ectiveness and e�ciency by varying 𝑝.

(i.e.,Full), it requires 782 mins, 72 mins, and 18 mins respectively.
The reasons are (1) The size of coreset is small and thus e�cient to
train. (2) The number of iterations is not large, and we can �ne-tune
the model in last iteration without training from scratch. (3) Coreset
selection algorithm is e�cient and can be done incrementally.
Summary. This end-to-end coreset selection approach provides a
way to select an appropriate coreset size. Although several itera-
tions are needed, it is also e�cient because the coreset size is small
and the coreset selection process is fast.

6.3 Comparison with Baselines
Using the coreset size of each dataset selected in § 6.2, we com-
pare e�ciency and e�ectiveness with baselines. To achieve a fair
comparison, for the baselines that sample a subset of tuples to
train, we sample the same number of tuples as the coreset size. For
Coreset-Join, we set the proportion of coreset over the base table
with the same 𝑝 as RECON.
E�ciency.We show the total time including both coreset selection
and model training for di�erent baselines and RECON in Figure 10,
given the coreset with the best size. We can see that in general,
RECON achieves e�ciency improvement nearly two orders of mag-
nitudes compared with Full and Join-Coreset. For example, on
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dataset IMDB-Large for regression, RECON takes 13.3minutes, which
is nearly 2 orders of magnitudes more e�cient than Full (782
mins) and Join-Coreset (612 mins). For classi�cation, on dataset
IMDB-Large, RECON takes 110 min, which is also almost 2 orders of
magnitudes more e�cient than Full (2.8 days) and Join-Coreset
(2.2 days). In addition, on dataset Stack and Taxi for regression,
RECON takes 11.8 mins and 4.6 mins respectively, which is still an
order of magnitude faster than Full (4 hours, 72 mins) and more
e�cient than Join-Coreset (0.5 hours, 9 mins) over 2 times. The
reason is that Full has to train over a large amount of training
tuples, i.e., 𝑇 +. Although Join-Coreset trains over a coreset with
the same size of RECON, it selects the coreset based on 𝑇 +, which is
rather ine�cient. RECON outperforms them because it computes the
coreset directly from these tables to be joined. Besides, RECON takes
a slightly longer time than other baselines, e.g., Sample-Join (40
mins), Coreset-Join (35 mins) and Base (11 mins) on IMDB-Large
for classi�cation, because Base does not need to augment features
and select the coreset, Sample-Join just uniformly samples with-
out considering the gradients and Coreset-Join computes the
coreset over the much smaller base table𝑇 . But they cannot achieve
high accuracy as discussed next.
E�ectiveness. For regression tasks, on dataset IMDB-Large, we
�nd in § 6.2 that 𝑝 = 0.0016 is the best choice. In this situation, we
can observe in Figure 11(b) that RECON has an RMSE of 0.998, which
outperforms Sample-Join (1.546). The reason is that Sample-Join
just samples for training without considering the gradient approxi-
mation. RECON outperforms Base because more useful features are
augmented. Besides, RECON also outperforms Coreset-Join (1.603)



Table 2: Convergence results for regression

# iterations
to converge

Test RMSE
after convergence

Dataset RECON Full RECON Full

IMDB 37,000 6,200,700 1.025 1.023
IMDB-Large 330,000 201,300,000 0.998 0.985

Stack 174,700 62,912,000 0.749 0.747
Taxi 72,000 20,149,000 0.761 0.760

because the selected coreset of Coreset-Join does not consider
features to be augmented. Furthermore, RECON almost has the same
RMSE as Join-Coreset (0.988) and Full (0.985) because RECON can
well approximate the full gradient accurately with theoretical guar-
antees. That is, training on the coreset (only 0.0016 proportion of
the full data) can achieve the almost same performance as training
over the full data. For classi�cation tasks, we have similar observa-
tions. For example, on dataset IMDB-Large, we can observe from
Figure 11(f) that RECON has an accuracy of 0.679, which is higher
than Base (0.607), Coreset-Join (0.628), Sample-Join (0.637), and
also close to Join-Coreset (0.679) and Full (0.681).
Loss. We show the training loss for IMDB of classi�cation task
and Stack of regression task in Figure 12. We can see that RECON
converges to almost the same loss as Full, which demonstrates
that RECON can accurately estimate the gradient with theoretical
guarantees, and thus achieve the same performance as the full data.
Varying the coreset size. We also evaluate the e�ectiveness and ef-
�ciency by varying 𝑝 in Figure 13 on IMDB-Large of regression task.
We only compare RECONwith Sample-Join and Join-Coreset, be-
cause only they can generate training data of di�erent given sizes.
The result of Full is also plotted as a comparison.

Figure 13(a) shows that RMSE of RECON decreases rapidly �rst,
and then remains stable when approaching the best coreset size.
RECON outperforms Sample-Join a lot and almost has the same per-
formance as Join-Coreset on all 𝑝 because RECON can approximate
the full gradient well. For e�ciency, in Figure 13(b), RECON is more
than one order of magnitude faster than Join-Coreset because
the coreset selection of RECON has a lower time complexity than
Join-Coreset. RECON is only a little slower than Sample-Join be-
cause coreset selection of RECON often takes up a small proportion
of time compared with iterative training.
Summary. RECON achieves much acceleration (because it computes
the coreset without fully materializing the augmented table) for
feature-rich ML without sacri�cing much e�ectiveness (because
it has the theoretical guarantee on the gradient computation). In
addition, we also test on non-convex models and �nd similar ob-
servations, although there is no theoretical guarantees about the
gradient. Due to the space limitation, the results are reported in [2].

6.4 Convergence Evaluation
In § 5.3, we have theoretically proved the convergence rate of

RECON. To empirically test the convergence of di�erent methods,
we compute test performance with the increase of SGD iterations.
The concrete numbers of iterations to converge and the converged
test performance are reported in Table 2 and Table 3. For all the
datasets, training on coresets (RECON) converges much faster than
Full. From the results in Table 2 and Table 3, we can observe

Table 3: Convergence results for classi�cation

# iterations
to converge

Test accuracy
after convergence

Dataset RECON Full RECON Full

IMDB 20,500 6,401,000 0.662 0.664
IMDB-Large 340,000 201,220,000 0.679 0.681

Brazil 780 874,800 0.606 0.607

that the speedup of RECON is generally more than two orders of
magnitudes. For example, on Stack for regression, training on the
coreset (RECON, only 0.0032 proportion of the full data) converges in
174,700 iterations, which is 360 times faster than Full (62,912,000
iterations). In addition, the speedup does not a�ect the test per-
formance after convergence much, e.g., on IMDB for classi�cation,
the test accuracy after convergence of RECON (0.662) is similar to
Full (0.664). RECON converges fast with high accuracy, because the
coreset selected by RECON is much smaller than the full data, while
still approximating the full gradient with theoretical bound.
6.5 Comparison with FML
FML only supports batch gradient training, so we also use batch
gradient descent to train for a fair comparison. Since FML aims to
accelerate the training process over the full data, it has the same
performance as Full, so we only compare the e�ciency with FML.
We compare the total time including both coreset selection and
model training between RECON and FML on Brazil and Stack. Fig-
ures 14(a)-(b) report the result, which shows that RECON outper-
forms FML on both datasets. This is because although FML improves
the e�ciency by reducing the linear algebra computations, it still
needs training over the full data, while our method trains over the
judiciously selected coreset with a small size.

6.6 Additional Experiments
Note that joins may change the original distribution of the base
table𝑇 , i.e., one tuple in𝑇 may correspond to multiple tuples in𝑇 +,
and thus the e�ectiveness can be evaluated both on 𝑇 or 𝑇 +. In the
paper, we only report the results on the distribution of the joined
table 𝑇 +, and leave the results on 𝑇 in the technical report [2]. We
also evaluated and discussed the e�ect of changing ML models (We
put it in our technical report [2]).

7 CONCLUSION
We propose RECON for selecting a coreset of train tuples from an aug-
mented table without materializing it through joins. RECON solves
the problem that coreset selection over a big augmented table is
time-consuming. The coreset can speed up iterative gradient meth-
ods for training ML models (i.e., data-e�cient). The augmented fea-
tures can improve the accuracy of trained ML models (i.e., feature-
rich). Extensive experiments veri�ed RECON can much improve the
e�ciency of coreset selection without sacri�cing the performance.
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